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Figure 1: ReSpark Overview. ReSpark helps users generate new data reports by reusing existing ones. It begins by ranking 
reports based on their alignment with the target dataset to assist in selecting a reference report (a). The selected report is then 
segmented into a sequence of analysis segments (b). For each segment, ReSpark extracts the analysis objective (c) and adapts it 
to the target dataset (d1). It then generates the corresponding code and charts (d2), followed by textual insights (d3). These 
elements are finally composed into a new report. 

Abstract 
Creating data reports is a labor-intensive task involving iterative 
data exploration, insight extraction, and narrative construction. A 
key challenge lies in composing the analysis logic-from defining 
objectives and transforming data to identifying and communicating 
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insights. Manually crafting this logic can be cognitively demanding. 
While experienced analysts often reuse scripts from past projects, 
finding a perfect match for a new dataset is rare. Even when similar 
analyses are available online, they usually share only results or 
visualizations, not the underlying code, making reuse difficult. To 
address this, we present ReSpark, a system that leverages large 
language models (LLMs) to reverse-engineer analysis logic from 
existing reports and adapt it to new datasets. By generating draft 
analysis steps, ReSpark provides a warm start for users. It also sup-
ports interactive refinement, allowing users to inspect intermediate 
outputs, insert objectives, and revise content. We evaluate ReSpark 
through comparative and user studies, demonstrating its effective-
ness in lowering the barrier to generating data reports without 
relying on existing analysis code. 
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1 Introduction 
Data reports—typically composed of textual insights and expressive 
visualizations—are essential for communicating data value in busi-
ness intelligence and industry. Creating such reports is an iterative 
and cognitively demanding process, where data scientists transform 
data, configure charts, extract insights [4, 51], and organize them 
into a coherent narrative [28]. This process is time-consuming and 
mentally taxing [3, 60, 66]. 

To improve efficiency, reusing artifacts from previous data re-
ports is a common strategy [16]. These artifacts may include specific 
components, such as data transformation scripts or chart configu-
rations, or higher-level ones, such as the analysis logic underlying 
the report. Prior studies have explored recommending code snip-
pets for specific data transformation and visualization tasks [29]. 
With the rapid advancement of large language models (LLMs), code 
generation has become a popular approach to boost programming 
productivity. However, as the length and complexity of the gen-
erated code increase, so does the likelihood of errors. It remains 
difficult to generate an entire data report, including all the necessary 
code, in a single step. 

More importantly, data reports are complex artifacts that require 
a high-level analysis logic to guide the LLMs. Constructing and pro-
viding this logic remains cognitively expensive for users. To address 
this, prior work on end-to-end data report generation can be broadly 
categorized into bottom-up and top-down approaches. Most studies 
adopt a bottom-up perspective: Given a dataset, models heuristi-
cally search for candidate insights by combining different fields, 
which are then filtered and grouped into a report using optimization 
algorithms [13, 49, 54, 61, 62]. While this method is efficient and 
mathematically elegant, it struggles to model high-level analysis 
logic that is built toward analytical goals, especially when the space 
of potential insights becomes large. In contrast, top-down methods 
aim to construct an overall analysis logic that guides insight dis-
covery. For example, SNIL [11] analyzes the narrative structures 
of sports reports and introduces task-specific templates to guide 
LLMs, while LightVA [67] decomposes high-level user intents into 
subtasks and generates corresponding code for multi-view visual 
analysis. However, these top-down methods rely on predefined tem-
plates or LLMs’ planning capability. Human are deeply involved in 
constructing templates or controlling the LLM planning directions, 
which limits their scalability and generalizability. 

In this study, we aim to improve both the efficiency and quality 
of generating analysis logic by reusing valuable structures from 
historical data reports. To validate this idea, we conducted inter-
views with enterprise data scientists, which confirmed that report 
creation often relies heavily on prior experience and existing ex-
amples. Analysts typically begin with a topic informed by data 
characteristics, domain knowledge, or analytical goals, and actively 
seek out similar past reports. However, directly reusing previous 
reports poses practical challenges: most reports are shared only 
as final deliverables, without accompanying code or intermediate 
steps, making it difficult to replicate the analysis on new datasets. 

We propose ReSpark, an LLM-driven system that generates data 
reports by leveraging existing reports as references. After uploading 
a dataset, users can either select a suitable report from our ranked 
candidates or upload a report of their own. ReSpark then uses this 
report to guide the generation of a new one. The generated report is 
expected to follow the analysis logic of the reference while ensuring 
the correctness and relevance of insights applied to the new dataset. 
The development of ReSpark involves two major challenges: 

Reconstructing the missing analysis workflow. Most data re-
ports lack explicit documentation of the analytical process, such as 
source code, transformation steps, or intermediate results. Without 
access to these artifacts, it becomes difficult to infer the analytical 
objectives and operations that led to the final insights. To address 
this challenge, we model analysis logic as a sequence of interde-
pendent segments, each consisting of an analytical objective, a 
visualization, and a textual explanation. We extract the dependen-
cies between these segments and generate them sequentially to 
recover the logical progression of the original analysis. 

Making informed decisions on reuse and adaptation. Datasets 
often vary in collection time, source, format, and schema, making 
it non-trivial to directly reuse existing workflows. Reusing existing 
reports on new data may require reframing objectives or redefining 
metrics and comparisons. However, deciding what to reuse and 
what to revise is often ambiguous and highly context-dependent. To 
address this, we conducted a preliminary study comparing pairs of 
reports on similar topics to identify typical patterns and variations. 
Building on these findings, we developed a pipeline that detects 
mismatches between the reference report and the new dataset, and 
generates adapted objectives, transformations, and insights. 

Based on this method, we further developed an interactive in-
terface for ReSpark that allows users to insert new objectives, in-
spect real-time outputs, and revise generated content. We evaluated 
ReSpark through both comparative and usability studies, demon-
strating its effectiveness in transforming reference reports into new, 
dataset-specific versions. 

The contributions of this study are as follows: 
• We propose a framework to generate new data reports by reusing 
past human-made reports to enhance the human-LLM collabora-
tion for data report generation. 

• We identify the considerations for reusing data reports and sum-
marize the required adaptation through a preliminary study. 

• We develop a proof-of-concept system for the framework, ReSpark 1 , 
which can generate data reports by reusing existing reports and 
allow users to edit according to their preference. 

1https://github.com/ZJUIDG-AIVA/ReSpark 

https://doi.org/10.1145/3746059.3747644
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• We conduct comparative and usability studies to demonstrate 
the effectiveness of ReSpark. The feedback could shed light on 
future research. 

2 Related Work 
In this section, we summarize the prior studies related to our work, 
encompassing authoring tools for data reports, reuse in data analy-
sis, and LLM applications for data analysis. 

2.1 Authoring Tools for Data Reports 
Data reports leverage organized visualizations to convey data in-
sights [22, 36, 47, 48]. Prior work has outlined a typical workflow 
of authoring data reports [27, 28], consisting of three stages: (1) 
analysis, to explore the data and obtain data insights, (2) planning, 
to prepare the core message and outline, and (3) implementation, to 
write text and create visualizations. This process demands expertise 
in both data analysis and insight organization, posing challenges 
for beginners to produce efficiently. 

To address these challenges, researchers have developed various 
authoring tools [28]. Some tools aim to reduce the manual workload 
through interactive interfaces [24, 30]. For instance, DataToon [24] 
supports pen and touch interactions that integrate analysis and 
presentation, enabling users to produce data comics more intu-
itively. While these tools reduce the need for coding and context 
switching, they still rely heavily on users’ decisions and manual 
interactions, which can be tedious and time-consuming. Other tools 
use statistics-based algorithms to streamline the decision-making 
process [9, 32, 49, 50, 58, 61]. For example, Calliope [49] automati-
cally extracts insights and organizes them into structured reports. 
Some systems target specific data types, such as time series [50] 
or network data [9]. However, they overlook the semantic under-
standing of the data, which can limit the quality and relevance of 
the generated insights. In this study, we use existing data reports as 
references to reconstruct their analytical workflows and apply them 
to new datasets using LLMs, incorporating the semantic richness 
to enhance the extraction and presentation of insights. 

2.2 LLMs for Data Analysis 
Recent advancements in large language models (LLMs), such as 
GPT-4 [41] and ChatGPT [40], have demonstrated strong capabili-
ties in semantic understanding and generation. Driven by prompts, 
these models have been applied to diverse tasks, including code gen-
eration [57], information retrieval [52], and insight extraction [30, 
64], motivating their use in data analysis scenarios. 

A prominent direction is to generate visualizations from data and 
natural language [35]. LIDA [14] and ChartGPT [55] decompose 
this task into several steps and process them sequentially, while 
Data Formulator [57] focuses on generating transformation code to 
support visualization. Some studies further integrate visual outputs 
with narrative explanations [12]. 

More recent systems [18, 21, 34, 48, 67] expand the use of LLMs 
to support iterative and continuous data analysis workflows. For 
example, LightVA [67] decomposes high-level user intents into 
subtasks, generating data transformation and visualization code 
to build multi-view visual analyses. These systems can produce 

structured multi-chart outputs with narrative elements, showing po-
tential for generating data reports. However, data report authoring 
remains a complex process driven by analytical logic. Current tools 
struggle to generate comprehensive reports that fully reflect user 
intent based solely on an initial prompt. Although some systems 
provide continuous interactive support [18, 67] to help users refine 
the analysis logic, the process of communicating and articulating 
that logic remains cognitively demanding. 

In this study, we introduce a reference-based approach. Instead 
of relying solely on user-LLM interaction, we extract structured 
analysis logic from existing reports and adapt it to new datasets 
using LLMs. Grounded in real examples, this approach leverages 
human-authored analytical knowledge to reduce the user’s effort 
in constructing the analysis logic. 

2.3 Reuse in Data Analysis 
Several surveys have investigated various aspects of reusing scenar-
ios in data analysis, particularly focusing on code reuse. Kery and 
Myers [23] noted that data scientists commonly reuse prior code 
versions during data exploration, and Koenzen et al. [25] noted the 
reuse of code from online external sources. Ritta et al. [46] studied 
the reuse patterns of expert data scientists and highlighted the fre-
quent reuse of common abstraction codes such as package imports 
and visualizations. Additionally, Epperson et al. [16] discussed the 
strategies for code reuse in both personal and collaborative settings, 
identifying challenges such as the lack of modular code. Other 
studies have explored the evolution of computational notebooks 
during reuse [31, 45]. Based on these surveys, researchers have 
developed tools to facilitate code reuse, including visualizing note-
book changes [15], generating documents for notebooks [56], and 
enabling parameter passing to notebooks [38]. 

However, these studies primarily focus on reusing functional 
code snippets, such as plotting graphs or importing packages, while 
overlooking the reuse of data analysis ideas and frameworks. The 
studies most closely related to our approach are retrieve-then-
adapt [44] and MetaGlyph [63], which reuse previous infographics 
as the basis for creating new ones. Inspired by these works, we 
extend this idea to the reuse of existing data reports, aiming to 
adapt the full analytical process to new datasets. 

3 Problem Formulation 
In this section, we introduce the problem formulation of ReSpark. 
First, we discuss our approach for generating data reports by break-
ing it down into three steps: (1) selecting an existing report, (2) 
deducing a sequence of data analysis segments from the report, 
each comprising an analytical objective, data processing, and in-
sights, and (3) reproducing these segments on the target data. Based 
on the formulation, we conduct a preliminary study to investigate 
what aspects of existing reports can be reused and how they should 
be adjusted for new data. The findings from this study inform the 
design considerations behind ReSpark. 

3.1 Definition of Data Reports 
Data reports are a type of data journalism that combines text and 
charts to convey insights from data. According to Hao et al. [17], 
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data journalism articles can be classified into five types: quick up-
dates, briefings, chart descriptions, investigations, and in-depth 
investigations. They form a spectrum along several dimensions: 
data source complexity, analytical depth, contextual richness, inves-
tigative effort, and discussion scope. From quick updates to in-depth 
investigations, articles gradually involve more complex data, deeper 
analysis, richer context, and greater reliance on human expertise. 

Our work focuses on data reports in the chart descriptions cate-
gory, which feature explicit narrative structures and multi-faceted 
analyses. Simpler types, such as quick updates and briefings, typi-
cally highlight isolated aspects of data dimensions. These reports 
are relatively stable in structure and do not rely on coherent nar-
rative or analytical logic. Therefore, they can often be generated 
using predefined templates [58]. At the other end of the spectrum, 
investigations and in-depth investigations demand extensive incor-
poration of external knowledge beyond the data tables, making their 
automation highly challenging for current LLMs without signifi-
cant human intervention. In this study, we target chart description 
reports as a middle ground—more complex than simple briefs, yet 
still grounded in the data itself. These reports benefit from reusing 
prior analytical logic and domain expertise to guide dynamic report 
generation. In our scenario, the intended users are data analysts in 
government or industry who frequently work with new datasets 
and are responsible for authoring such reports. Other than quick up-
dates and briefings, they should discover insights and trends from 
the data and prepare more in-depth reports for the stakeholders. 

To create such a data report, data analysts need to explore the 
data, obtain data insights, and organize them into coherent narra-
tives and charts [28]. A shortcut for this process might be referring 
to an existing report and adapting it with new data. To begin, it is 
required to select a report relevant to the target dataset. ReSpark 
provides a ranking mechanism to support this selection process, 
which we introduce later in Section 4.1.3. In this section, we focus 
on the parsing and reconstruction of the selected report. 

Given a report, the key to its reconstruction is to decompose 
the report into logically coherent segments and validate whether 
the new data supports the goals of each segment and yields similar 
insights. If not, how can adequate transformation of the original 
segments be employed to make the whole process successful? 

Previous research [1, 2, 29] has outlined the analysis workflow as 
an iterative process of three steps: (1) viewing the data and setting 
an analytical objective, (2) performing data transformations and 
encoding the transformed data into a chart [57], and (3) summa-
rizing the insights from the results. We define each unit of this 
process as an “analysis segment,” expressed as a triplet: 

𝑠𝑒𝑔𝑚𝑒𝑛𝑡 := (𝑜𝑏 𝑗 𝑒𝑐𝑡 𝑖𝑣 𝑒, 𝑡 𝑟 𝑎𝑛𝑠 𝑓 𝑜𝑟 𝑚𝑎𝑡 𝑖𝑜𝑛, 𝑖𝑛𝑠𝑖𝑔ℎ𝑡 ) . 

Data analysts typically construct reports by chaining such segments: 
deriving new objectives from previous insights and progressively 
generating follow-up segments. Through this iterative process, they 
build a complete report grounded in the dataset. In this study, we 
treat the segment as the basic building block of a data report. 

Formally, we model the analysis workflow as a sequence of in-
terconnected segments 𝑆 = {𝑠0, 𝑠1, · · · , 𝑠𝑁 }. Each segment 𝑠 𝑗 = 
(𝑜 𝑗 , 𝑡 𝑗 , 𝑖 𝑗 ) comprises an analytical objective 𝑜 𝑗 , data transforma-
tions 𝑡 𝑗 , and insights 𝑖 𝑗 . Dependencies among segments are defined 

as 𝐷 = {𝑑0, 𝑑1, . . . }, where each 𝑑 = (𝑠𝑖 , 𝑠 𝑗 ) indicates that the ob-
jective of segment 𝑠 𝑗 stems from the insights of 𝑠𝑖 . Specifically, the 
initial segment is rooted in the dataset. Together, the analysis work-
flow, including 𝑆 and 𝐷 , forms a tree structure (Figure 2a1), where 
each node represents a segment and each edge denotes a depen-
dency. Under this formulation, a data report becomes a structured 
collection of insights distilled from the segment sequence 𝑆 . 

Our method centers on deducing and reproducing this sequence 
𝑆 from the reference report, extracting and adjusting its objectives, 
transformations, and insights to fit the target dataset. Finally, we 
organize the newly gleaned insights into a coherent report. 

Figure 2: Producing a data report (c1) involves analyzing the 
data (a) and summarizing the analyzed insights into a data re-
port (b). Specifically, the data analysis workflow (a) includes 
a series of interdependent analysis segments (a1), each cor-
responding to an analytical objective, data transformations, 
and insights (a2). To reuse an existing report on a new dataset, 
we first deduce its data analysis workflow and reproduce it 
on the new data (c2). 

3.2 Preliminary Study 
Based on the definitions above, our goal is to decompose a data 
report into a sequence of analysis segments and apply them to 
new datasets. However, the flexible structure and narrative style 
of data reports can make it difficult to determine whether they 
can be consistently segmented. Even if segmentation is possible, 
it remains unclear which components of these segments can be 
reused and which need to be adjusted for a new dataset. To bridge 
this gap, we conducted a preliminary study with two objectives: 
(1) to investigate whether the narrative structure of data reports 
aligns with identifiable analysis segments, and (2) to identify the 
similarities and differences in analysis segments across reports on 
relevant topics. 

We collected data reports of different topics from well-known 
organizations such as ONS [39], YouGov [65], Pew Research Cen-
ter [42], and PPIC [43]. To address the first objective, we analyzed 
the narrative structures of 35 reports to assess their alignment with 
analysis segments. 

For the second objective, we observed that these organizations 
often publish reports on similar datasets, such as periodic releases 
of epidemic data, typically issuing one report per dataset. These 
reports usually appear similar but vary subtly in analysis and insight 
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content, which can be evidence to inspect which features can be 
inherited and which require adjustment. 

Therefore, we constructed 33 pairs of data reports that share 
the same topics and conducted pairwise comparisons to analyze 
their similarities and differences in terms of analytical objectives, 
data transformations, and insight content. Each report pair 
originates from the same organization and shares a common topic, 
often reflected in similar titles (e.g., Internet users, UK: 2018 and 
Internet users, UK: 2019), with variations in time or category (e.g., 
primary vs. secondary education). This pairing strategy allows us to 
examine how data reports are reused and adapted across different 
but related datasets. 

A complete list of the reports, along with detailed statistics, is 
provided in the supplementary materials. We present the findings 
for each of the two objectives in the following subsections. 

3.2.1 Narrative Structure of Reports. To extract analysis segments 
from a report, we identified how the report’s content aligns with the 
components of an analysis segment: analytical objectives, data 
transformations, and insight content. We explored whether 
the report could be segmented so that each part corresponds to a 
distinct analysis segment. 

Our analysis of 35 reports showed that in most cases (32/35), the 
report content was presented as distinct segments, each focused on 
a single objective rather than interspersed with multiple topics, with 
related text and possibly a chart grouped together. Additionally, 
11 reports included non-analytical content, such as background 
information, which could either supplement a specific analysis or 
the entire report and appeared flexibly throughout. Some reports 
(23/35) also included a summary of key insights at the beginning 
or end, which we excluded to focus on the main analytical content. 

3.2.2 Similarities and Differences in Pair Reports. We analyzed 
patterns of similarity and difference between reports on the same 
topic to understand which components can be reused and which 
require adaptation. These findings inform our design of methods 
for reusing existing reports with new data. 

Analytical objectives. Analytical objectives are guidance for the 
exploration of insights from data. For example, the report of internet 
users2 holds an objective of examining internet use across age 
groups. Therefore, we identified the analytical objectives in the 
reports by inspecting the focus of their insights and compared 
them across 33 report pairs. 

As a result, all of the pair reports reflect similar analytical objec-
tives. Specifically, 28/33 of them involve objectives that are exactly 
the same, while 29/33 of them show slight variations. Most minor 
differences source from variations in data context or scope. For 
example, reports covering different time ranges often shifted their 
temporal focus accordingly. Others result from dependencies on 
earlier insights. For example, a rising trend might trigger a follow-
up analysis on its causes, so the changes in previous insights may 
cause adjustments in the latter objectives. Additionally, some pair 
reports involve completely different analytical objectives (15/33), 
which mainly stem from different data fields. For example, newer 

2https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/ 
internetusers/2018 

data may introduce additional data fields, thus triggering new ob-
jectives. Reports may also incorporate insights from external data 
sources (4/33), broadening the scope or shifting the context, which 
also led to varied analytical objectives. 

Transformation operations. Data reports usually do not explicitly 
outline their data transformation steps. Moreover, 30/33 of our 
paired reports provide pre-processed datasets only, making it harder 
to infer the applied operations. Nonetheless, two facets of data 
processing can still be discerned: (1) the outputs of transformation 
can be mirrored from the charts and narratives presenting data 
insights, and (2) the underlying processing decisions can be reflected 
from the chart design choices, such as chart type and encoding. 

Building on these observations, we compared content related 
to similar analytical objectives across each report pair, focusing 
on both the analysis output and the underlying transformation 
choices. We observed that similar analytical objectives always yield 
similar output forms. For example, trend analysis always results 
in a chart with time on the x-axis, indicating a transformed dataset 
aggregating values over time. However, the detailed processing 
choices may vary to accommodate the data characteristics (12/33). 
Varied formats and scopes of data fields could potentially result in 
different chart types or levels of binning granularity to better align 
with visualization rules. 

Insight Content. The insight content, comprising both narratives 
and charts, is derived from the result of data processing. Since differ-
ent datasets naturally produce different results, resulting in varying 
values in the content, our primary focus lies in the comparison 
beyond mere numerical distinctions. 

Regarding the similarity of insight content, we observe that each 
pair of reports shares a similar narrative and visual style, such as 
the formality degree in tone and infographic design. Since our pri-
mary goal is to reuse the analysis workflow, we do not consider the 
inheritance of content style in this study. The differences primar-
ily manifest in the textual descriptions of data insights. Different 
reports may describe varying types of data insights. For example, 
one report may highlight a notable outlier, while another describes 
overall trends. These differences stem from distinct analysis re-
sults, which not only result in numerical disparities but also shape 
the nature of the insights described. Even under identical transfor-
mation steps, one dataset may reveal a prominent outlier, while 
another may not. 

3.3 Expert Interview 
The findings of the preliminary study reveal that various aspects 
of existing data reports can be leveraged to generate new reports, 
but these elements require adjustments to align with the new data. 
The study also provides guidance on how to identify incompatible 
aspects and the directions in which adjustments should be made. 
However, it is unclear how users reuse past analysis reports for 
new scenarios. 

Therefore, we conducted an expert interview targeted at data 
analysts who frequently explore new data and compose reports to 
communicate insights to leaders or clients. Moreover, we expected 
the interviewees to have certain experience in using LLMs in their 
analysis and prototyping process. We interviewed two experienced 

https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/internetusers/2018
https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/internetusers/2018
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data analysts, EA and EB. EA has over two years of experience work-
ing as an actuary at an insurance company, where they frequently 
analyze a variety of data, including claims history, policyholder 
demographics, risk factors, and market trends. Findings are pre-
sented to a range of clients, including internal stakeholders (such as 
underwriters, product managers, and senior executives) and exter-
nal clients (such as brokers, corporate policyholders, or regulatory 
bodies), to guide strategic decision-making and ensure compliance 
with industry standards. EB is an assistant professor in the depart-
ment of journalism of a top-tier university. She also holds a Ph.D. in 
data science and frequently writes data journalism for news media. 

We conducted 45-minute interviews with each expert, during 
which we raised the following questions: (1) What formats do they 
typically use to present data analysis results, such as slides, reports, 
and spreadsheets? (2) Do they encounter scenarios in which they 
reuse or refer to existing data analysis materials for analyzing new 
data and proposing new presentation materials? (3) If so, what is 
their workflow? 

Both experts confirmed the use of data reports as a key format for 
communicating analytical findings, particularly in formal or struc-
tured settings. They also acknowledged the frequent reuse of past 
materials in these contexts. Their responses further revealed that 
reuse varies across formats, with different levels of effort needed. 
In particular, for data reports, they described concrete reuse con-
siderations. We summarize these findings as follows: 

Data report is widely used, highly structured, and can be 
created by reusing existing materials. Both experts reported 
using data reports in formal scenarios and frequently referring to 
previous materials when composing new ones. EA mentioned that 
he uses Excel files, slides, and data reports, and that for all three 
formats, he frequently refers to past materials. For instance, when 
analyzing data for a new insurance product, he often consults past 
reports for similar products. In such cases, both the data and the 
analysis objectives align closely, making existing materials particu-
larly valuable. Additionally, EA noted that reports are his primary 
format for conveying data insights, particularly in formal settings. 
EB explained that her approach to data presentation is scenario-
dependent, and her use of previous materials varies accordingly. 
She highlighted that data reports, which are highly structured and 
commonly employed in formal contexts, often follow standardized 
templates. This structure makes it straightforward to follow exist-
ing materials when creating new reports. EB further distinguished 
between such formal reports and more exploratory “data stories,” 
which, while similar to data reports in format, are more creative 
and exploratory. In these cases, she tends to focus on developing 
unique narratives that reflect individual insights and perspectives. 
This contrast suggests that the reuse potential is influenced by the 
communicative goals and format. In this study, we focus on data 
reports, which are reasonable to reuse existing materials. 

Reuse challenges differ across formats and present unique 
potential for reports. EA emphasized that reuse workflows differ 
by format. For Excel files, past documents often contain reusable 
queries and formulas and can be updated with simple changes. In 
contrast, slides and data reports typically lack the original code. 
While prior examples can help shape analysis goals and insight writ-
ing, the analysis must be redone manually. EA also distinguished 
between the two: slides are often visual and presentation-oriented, 

lacking narrative descriptions, whereas data reports contain de-
tailed textual findings. This self-contained nature provides potential 
for identifying reusable analysis logic from data reports. 

Reuse and adjustment depend on data similarity and evolv-
ing insights. EA and EB further elaborated on the workflow of 
reusing previous data reports. When the data fields and analytical 
objectives are similar, both experts noted that the overall structure 
of the report can be reused directly, requiring only chart replace-
ments and updates to numerical conclusions. However, data field 
differences require more substantial adjustments, such as modifying 
the objectives and even developing new directions. In cases where 
the insights change, the associated insight content also needs to 
be completely rewritten. These observations echo the findings of 
our preliminary study and further validate the need for systematic 
support when reusing reports on new datasets. 

3.4 Design Considerations 
Based on the problem formulation, preliminary study, and expert 
interview, we summarize five design considerations (C1-C5) for 
developing an automated method to reuse existing data reports 
with new datasets. 

C1 Support analytical objective extraction, correction, and 
addition. The core of the method is to extract and re-execute 
the analysis workflow, represented as a sequence of analytical 
objectives. To achieve this, the system should first segment 
the report into distinct analysis segments, then extract their 
objectives and their dependencies. It should further support 
correcting or adding objectives based on inter-segment logic 
and data features. 

C2 Generate appropriate data processing steps automatically. 
Based on the preliminary study, data processing steps are often 
not explicitly documented in reports. The method should be 
capable of inferring transformations from the original report 
while also adapting to the new dataset’s characteristics. 

C3 Produce informative insight content from analysis. Charts 
and narratives are the main components of data reports. The 
system should generate insight content that communicates 
new data insights based on analysis results. Our preliminary 
study also revealed that reports often include non-analytical 
content (e.g., background information). As LLMs are trained 
on broad external knowledge, they can generate such content, 
but it should be marked, as it may not always be reliable. 

C4 Enable real-time output observation and interactive edit-
ing. Given the complexity of the method, which involves 
analytical objectives, data processing, and insight content, un-
certainties may arise that deviate from user expectations. The 
system should provide an interactive interface that supports 
real-time inspection and modification of outputs to ensure align-
ment with user needs. 

C5 Facilitate structural organization and refinement. Since 
the generated report is based on the reference report’s analy-
sis logic, it will naturally exhibit a similar narrative structure. 
The system should support reorganizing this structure, includ-
ing generating or modifying (sub-)titles and flexibly arranging 
sections, to better fit the new content. 
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Based on these considerations, we develop ReSpark, an intelli-
gent system to deduce and reproduce the authoring workflow of 
existing reports on new data. The pipeline consists of three stages: 
In the pre-processing stage, ReSpark ranks the reports in its 
repository by similarity and relevance to the user’s dataset, from 
which the user can select a suitable reference. It then decomposes 
the selected report into interconnected segments and extracts the 
analytical objectives of each segment (C1). In the analysis stage, 
ReSpark generates each segment by reusing information from the 
reference report. It identifies inconsistencies and customizes ob-
jectives, transformations, and insights based on the new data (C1-
C3). In the organization stage, ReSpark inherits the original 
report structure and enables title re-generation (C5). An interactive 
interface allows users to monitor intermediate results, add new 
objectives, and edit content as needed (C4). 

4 ReSpark 
This section describes the implementation of ReSpark, including 
three stages: pre-processing, analysis, and organization. All stages 
are powered by LLMs, which drive the core reasoning and gener-
ation processes. The prompts used for each stage are provided in 
the supplementary materials. 

4.1 Pre-processing Stage 
Before proceeding with analysis and organization, we pre-process 
the dataset and reports to (1) acquire necessary data features, (2) 
rank reports based on the target data, and (3) extract the analyt-
ical objectives and their dependencies of the selected report for 
subsequent tasks. 

4.1.1 Data Summarization. Based on the preliminary study, most 
adjustments entail considerations of data features such as context, 
scope, fields, and formats. Presenting the entire dataset to LLMs 
is impractical due to token limitations, and it does not facilitate a 
comprehensive understanding of these data features. Therefore, we 
utilize a similar data summary method to LIDA [14]. This method 
first extracts scope, data type, and unique value count information 
and samples some values for each data field. Subsequently, it utilizes 
LLMs to provide brief semantic descriptions for the dataset and 
each data field. The description of the dataset can also help rank 
relevant reports. These pieces of information are then integrated 
to form a data summary. 

4.1.2 Report Segmentation. Based on the problem formulation, our 
goal is to deduce the analysis segments and their dependencies 
from the reference report for subsequent execution. Our prelimi-
nary study revealed that most reports present analytical content 
in well-separated segments, each centered on a single objective 
with related text and visuals grouped together. This suggests that, 
ideally, we can find a segmentation that aligns each section with an 
analysis segment. In this light, ReSpark should segment the report 
accordingly, extract the analytical objectives for each segment, and 
deduce their dependencies. 

To achieve this goal, an appropriate report segmentation crite-
rion is very important, as it directly determines the entire analysis 
workflow. The accuracy of segmentation also affects the quality of 
the extracted analytical objectives and dependencies. 

We were initially inspired by prior work in automatic storytelling 
and insight mining, which formalizes data stories as sequences of 
structured insights [34, 58]. For example, Calliope [49] defines an 
insight as a quantified pattern within a data subspace based on a 
measurable field. This formulation suggests that reports could be 
segmented by identifying the insight type, measure, subset, etc., 
and combining the insights into segments based on these labels. 
However, we found this approach difficult to apply in practice, as 
real-world reports often involve more complex analysis, including 
multi-step transformations and reasoning over derived variables. 

Therefore, we need to define new segmentation criteria that 
accommodate the flexible analysis in the report. Instead of formally 
defining a “segment” or an “analytical objective” with a strict data 
model, we provide a loose description of how segments can be 
divided and use LLMs to perform segmentation. Guided by our 
preliminary study, which showed that most analytical segments are 
composed of contiguous text and optionally a chart, we segment 
the report, extract analytical objectives, and infer inter-segment 
dependencies using the following approach: 

• Match. For each chart, we match the related paragraphs to 
form a segment. Based on our preliminary study, we assume 
that (1) each paragraph corresponds to the nearest preceding or 
following chart, or to none at all, and (2) all text associated with 
a chart appears as a continuous block. We process the report 
paragraph by paragraph, prompting LLMs to determine whether 
each paragraph describes insights from the nearest chart and 
should be linked to it. 

• Categorize. For paragraphs not matched with any chart, LLMs 
categorize them to determine if they are analytical (e.g., dis-
cussing data findings) or non-analytical (e.g., background in-
formation). For analytical text blocks, LLMs further evaluate 
whether they constitute a single segment, based on whether the 
content derives from the same transformed data. 

• Summarize. After matching and categorizing, LLMs summarize 
the analytical objective of each segment and deduce its dependen-
cies with previous segments. Following Calliope [49], we adopt 
six types of logical relations (e.g., comparison, elaboration) to 
express inter-segment dependencies. LLMs determine whether a 
segment builds upon a previous one or originates independently 
from the data. 

We evaluated the performance of our segmentation method using 
F1 score, precision, and recall. Specifically, we randomly sampled 
10 reports from the 35 analyzed in our preliminary study. Three 
authors independently annotated the segment boundaries and re-
solved disagreements through discussion to establish the ground 
truth. We then applied our segmentation method to the same reports 
and computed three metrics by comparing the predicted segment 
boundaries with the annotated ground truth. Notably, our method 
is model-agnostic; we tested it with both GPT-4o and Qwen2.5-VL-
72B-Instruct (deployed on Ascend 910b), respectively. 

Using GPT-4o, the method achieved an F1 score of 90.9% (88.5% 
precision, 93.4% recall), indicating strong alignment with human 
annotations and demonstrating the effectiveness of our approach. 
Qwen2.5-VL also produced comparable results, with an F1 score of 
90.8% (89.4% precision, 92.3% recall), suggesting that the method 
generalizes well across different models. Given the slightly higher 
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F1 score, we chose GPT-4o as the default model in our comparative 
and usability studies. 

4.1.3 Report Ranking. With the summarized data and segmented 
reports, users need to select a suitable reference report to adapt for 
their target dataset. As shown in our preliminary study, various 
aspects of existing reports, such as analytical objectives and insight 
content, can provide useful guidance. However, differences in the 
underlying datasets mean that certain parts of the reference report 
may require modification. In general, the more similar the reference 
report’s dataset is to the target dataset, the more seamlessly its 
content can be reused. Thus, identifying such suitable reference 
reports is essential for effective reuse. 

To assist users in selecting reports, ReSpark ranks candidate 
reports by their dataset similarity to the target dataset. The key idea 
is to embed relevant information from both the dataset and each 
candidate report into vector representations, compute their cosine 
similarity, and sort the reports accordingly. A central challenge lies 
in deciding which information from the dataset and report should 
be embedded. We propose two complementary mechanisms: topic 
relevance and field similarity. 

Topic relevance captures the semantic alignment between the 
general domains of the dataset and the report. For example, a dataset 
on consumer spending is topically aligned with reports about mar-
ket trends. To compute topic relevance, we embed the dataset’s 
name and description, and for each report, embed its section head-
ings and extracted analytical objectives. We assume that these 
elements reflect the report’s high-level domain, and that the cosine 
similarity between their embeddings serves as a reliable proxy for 
topic alignment. 

Field similarity captures the correspondence between the data 
fields in the report and those in the target dataset. For instance, a 
report that discusses gender-based voting trends is more aligned 
with a dataset containing gender and demographic information. To 
compute field similarity, we embed the names and descriptions of 
the target dataset’s data fields. For each report, we prompt LLMs to 
infer the key fields involved in the analysis, and embed both the 
inferred field names and their descriptions. The cosine similarity 
between these embeddings indicates their field-level alignment. 

We sum the topic relevance and field similarity scores for each 
report to produce a final ranking. The ranked list is presented to 
the user, who can then select the most suitable reference report to 
guide the subsequent analysis. 

4.2 Analysis Stage 
After the pre-processing stage, we obtain the target dataset sum-
mary, the selected reference report, and its segmented structure. 
Each segment includes an analytical objective, its dependency, and 
associated content such as text and charts. The next stage is to re-
produce the analysis workflow by generating each segment on the 
new data, encompassing reusing and reconstructing the analytical 
objective, data transformations, and insight content. 

4.2.1 Analytical Objective Correction and Insertion. The analysis 
workflow is driven by the sequence of posed analytical objectives. 
While these objectives are extracted from the reference report, they 
often require adjustment or extension to accommodate differences 

in the target dataset. ReSpark supports two key capabilities: (1) 
correcting analytical objectives to align with the target dataset 
and (2) inserting new objectives according to the data features and 
segment dependencies. 

Objective correction. Our preliminary study revealed that 
while analytical objectives from reference reports are often reusable, 
they frequently require adjustment due to differences in data fields, 
context, or logical dependencies. To address these issues, ReSpark 
applies LLM-based correction along three primary dimensions. 

Data fields. The extracted analytical objectives may reference 
data fields that do not exactly match the target dataset. Given the 
pre-processed field summary, we prompt LLMs to assess whether 
the target dataset contains fields that are semantically aligned with 
those mentioned in the objective, even when names differ (e.g., 
relating “earn money” to “gross”). If alignment is found, the model 
explains its rationale and outlines the transformations needed to 
fulfill the objective. If no adequate substitute exists, the model iden-
tifies which external fields are missing and suggests available data 
fields as alternatives. For instance, if a movie dataset lacks geo-
graphic data, the objective of locating the highest-grossing movies 
might shift focus to their directors. 

Insight dependency. Some objectives depend on insights from 
earlier segments. When these upstream insights shift (e.g., from 
increasing to decreasing trends), the dependent objectives must 
also be revised (e.g., from explaining growth to analyzing decline). 
Additionally, if the dependency implies a broader scope or context 
(e.g., moving from local to national trends) that the target dataset 
does not support, the objective may need to be reframed or re-
moved. To address this, we provide LLMs with the updated results 
of prior segments and the dataset summary, prompting them to 
assess whether the dependency remains valid and how the objective 
should be adjusted. 

Data scope. Third, minor adjustments are often required for dif-
ferences in data context or coverage (e.g., time range or popula-
tion). For example, an objective focused on a five-year trend needs 
revision if the dataset only spans three years. LLMs revise such 
objectives to match the contextual scope of the available data. 

Objective insertion. In addition to correcting existing objec-
tives, users may also want to explore new directions or analyze 
additional data fields. To support this, ReSpark provides an objec-
tive insertion feature that allows users to specify one or more data 
fields of interest and define the logical relationship to a previous 
segment—selected from six predefined analytical logics, such as 
similarity or contrast [49]. Based on this input, the system uses 
LLMs to generate a candidate objective for insertion. 

4.2.2 Data Transformation Generation. Once the analytical objec-
tive is refined, ReSpark proceeds to generate the corresponding 
data transformation code. Since these operations are not explicitly 
stated in the report, we utilize the code-generation capabilities of 
LLMs for this phase. 

LLMs are prompted to reason through the steps required to fulfill 
the objective, drawing inspiration from the reference report while 
adapting to the new dataset. We instruct the model to first outline 
its plan (i.e., using step-by-step reasoning [26]), and then produce 
Python code that transforms the data and visualizes it using libraries 
like Matplotlib [20] or Seaborn [59]. To guide LLMs in generating 
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Figure 3: The interface of ReSpark. ReSpark consists of four views: data view (b-c), dependency view (d-e), content view (f-g), 
and generation view (h-k). The data view displays the dataset description and field information. The dependency view displays 
the extracted interdependent analysis segments. The content view shows the analytical objective and content of the selected 
segment. The generation view shows real-time generated results. 

appropriate charts, we include prompt instructions such as “use 
the right chart type,” and “consider the data field types.” ReSpark 
executes the generated code and obtains the transformed data table 
and chart. Any runtime errors or unexpected results are returned 
to the LLMs for iterative refinement, and the process iterates until 
successful execution. 

4.2.3 Insight Content Generation. Once the transformation results 
are obtained, ReSpark generates the corresponding textual insight. 
LLMs are prompted to describe the patterns observed in the trans-
formed data and chart, producing clear and informative narratives. 
To support generation, the system also provides the insight con-
tent from the reference report as contextual reference, helping the 
model understand how data insights were described. 

4.2.4 User Customization. After generating a segment, users can 
view the adapted objective, generated code, resulting data table 
and chart, and corresponding insight text. ReSpark supports cus-
tomization by allowing users to modify the objective (e.g., adding 
instructions such as “use a bar chart”) and regenerate the analysis. 

This enables users to better align the analysis method, chart design, 
and textual insights with their intent. Users can also directly edit 
the generated code and text to produce the desired results. 

4.3 Organization Stage 
After reproducing the analysis workflow and generating new data 
insights, the final step is to organize the results into a coherent 
report. ReSpark inherits the structural layout of the reference report 
by default, including section groupings and titles, and incorporates 
newly added segments at appropriate positions based on their de-
pendencies. Therefore, the resulting report naturally follows the 
original report’s implicit logical structure. 

To support flexible editing, users can regroup segments into 
custom sections and trigger title regeneration using LLMs, which 
generate new titles and headings based on the updated content. 
Alternatively, users may manually revise titles as needed, allowing 
the report to better reflect their preferences. 
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5 Interface 
We incorporate ReSpark with an interactive interface. The interface 
consists of four views: data view, dependency view, content view, 
and generation view. We introduce it through a usage scenario, 
where we use GPT-4o as the foundation model. 

Pre-processing. A data analyst is tasked with creating a data 
report for a dataset detailing crime in Los Angeles from 2020 to 
2023 3 . S/he decides to use ReSpark to assist in creating a data report 
with the Los Angeles data. The analyst begins by uploading the Los 
Angeles crime dataset (Figure 3a). ReSpark then pre-process the 
dataset. After the pre-processing, the analyst can view the dataset 
information (Figure 3b), including the file name, overall description, 
and data field information. 

Next, the analyst opens the report repository (Figure 3a), which 
displays the available reference reports ranked by alignment to the 
dataset (Figure 4). The analyst selects the highest-ranked report, a 
Chicago crime report 4 . The report is divided into six interdependent 
segments, each corresponding to an analytical objective and report 
content (Figure 3d). With the segmentation and extracted objectives, 
the analyst can proceed with generating a new report. 

Figure 4: A demonstration of the ranked reports and their 
summarized information. 

Segment generation. The analyst starts with the first segment 
(Figure 3e), focusing on crime trends in Chicago from 2018 to 2022. 
S/he clicks “generate” at the top of the content view to adapt this 
analytical objective to the Los Angeles data. ReSpark modifies the 
objective to “How has the total number of crimes changed annu-
ally from 2020 to 2023 in Los Angeles?”, which is aligned with the 
context and scope of the Los Angeles data (Figure 3h). Following 
this, the analyst clicks “generate” again to conduct the analysis. 
ReSpark generates the code and executes it (Figure 3i), obtains 
the transformed data and chart, and generates the narratives to 
describe the findings. The resulting chart shows the number of 
crimes and changed percentages each year (Figure 3j). The narra-
tive describes the overall increase and the year-by-year changes, 
especially the peak in 2022 (Figure 3k). The analyst considers such 
results reasonable and applies them (Figure 3g). 

The second segment aims to explore the crime types that drove 
the increasing trend, which depends on the first segment with 
a cause-effect logic (Figure 3d). As the previous segment results 
in an overall increasing trend as well, ReSpark inherits the logic 
and corrects the objective to match the Los Angeles data context 
(Figure 5b). Different from the reference report which only shows 
3https://catalog.data.gov/dataset/crime-data-from-2020-to-present
4https://www.illinoispolicy.org/chicago-crime-spikes-in-2022-but-first-drop-in-
murder-since-pandemic/ 

the changes in 2018 and 2022, ReSpark calculates the top ten crime 
types contributing to the uptick and visualizes them through a bar 
chart for a clear comparison of cumulative numbers. Such varied 
design choices may stem from the narrative description in the 
Chicago report, which describes both the overall change and last 
year’s change (Figure 5a1). As the analysis progresses, the analyst 
explores the subsequent two segments, including the decreased 
crime types and their changes from 2022 to 2023. 

Figure 5: The process of generating the second segment. 

Objective removal. After the four segments above, the Chicago 
report moves to another analytical objective on homicide trends 
from 2019 to 2022 (Figure 6). Similarly, the analyst applies the tai-
lored objective and report content generated by ReSpark, which 
analyzes the trend of arson in LA from 2020 to 2023. However, 
the next segment of the Chicago report generalizes its analysis 
to include homicide trends from 2000 to 2022. To inherit such a 
generalization logic on the generated report with the LA data, ex-
ternal data sources are needed, as the provided dataset covers only 
2020 to 2023. Identified such a case, ReSpark marks the analytical 
objective as “none” and visually indicates this error through a red 
node. Consequently, the analyst removes this segment. 

Figure 6: A demonstration of an analytical objective that fails 
to be corrected and needs to be removed. 

Objective insertion. After generating the segments, the ana-
lyst refers to the list of data fields (Figure 3c), where the rightmost 
column displays the usage count of each field. Noticing that the 
time-related field “Time Occ” is under-analyzed, the analyst decides 
to insert a new node focusing on time, building on the previous 

https://catalog.data.gov/dataset/crime-data-from-2020-to-present
https://www.illinoispolicy.org/chicago-crime-spikes-in-2022-but-first-drop-in-murder-since-pandemic/
https://www.illinoispolicy.org/chicago-crime-spikes-in-2022-but-first-drop-in-murder-since-pandemic/
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analysis. S/he selects the “Time Occ” field and applies a “similar-
ity” logic to the previous segment for parallel analysis (Figure 7). 
ReSpark then forms a new analytical objective to explore the time 
distribution of arson. 

Figure 7: A demonstration of inserting an analysis segment 
and generating a new analytical objective. 

Structure organization. After completing the data analysis, 
the analyst turns to structuring the report, including generating 
the title and organizing content into clear sections (Figure 8). S/he 
generates a report title summarizing the rise in overall crime and 
theft incidents, then adds and generates section headers to group 
the content into two coherent parts. 

Figure 8: A demonstration of generating new titles and 
adding section structures. 

Highlight. For report texts, ReSpark highlights sentences that 
serve non-data analysis purposes (Figure 9). Since these sentences 
may lack data support, highlighting them can alert the analyst to 
selectively receive this information. 

Figure 9: A demonstration of highlighting the sentences that 
serve non-data analysis purposes. 

6 Comparative Study 
We conducted a comparative study to evaluate the effectiveness 
of the ReSpark pipeline in reusing analytical logic from reference 
reports for new datasets. Our goal was to assess two aspects: (1) 
whether providing a reference report improves the generated re-
port’s quality, and (2) whether ReSpark’s segmentation and step-by-
step adaptation lead to better report quality than directly supplying 
a reference report. 

To address these questions, we generated data reports under 
three different conditions: (a) using ReSpark with the reference 
report (GPT-4o as the foundation model), (b) using GPT-4o directly 
without the reference report, and (c) using GPT-4o directly with 
the same reference report as in (a). This design allowed us to isolate 
the contributions of the reference report and the structured reuse 
pipeline. All reports were generated automatically using LLMs with-
out human modification, ensuring a fair comparison. Participants 
were asked to review and rate each report’s quality. 

6.1 Study Setup 
6.1.1 Participants. We recruited 18 participants (P1–P18, 11 males 
and 7 females) from diverse domains, including data visualization 
(9), data science (4), machine learning (3), network security (1), and 
human-computer interaction (1). All participants had experience 
reading data reports (e.g., official statistics, industry reports, or 
academic surveys) and self-reported their familiarity with data 
analysis with an average score of 3.5 on a 5-point Likert Scale. 
None of them had prior exposure to our system. 

6.1.2 Data and Reference Reports. We selected three datasets for 
the study: the LA crime dataset described in section 5 and two popu-
lar Kaggle datasets, a cardiovascular disease dataset and the Titanic 
dataset. These datasets were chosen for their diversity of data fields 
(temporal, categorical, and quantitative), high data quality, and 
accessibility to non-expert readers. 

For each dataset, we selected a top-ranked reference report 
from our repository. For the crime dataset, we chose the report 
on Chicago crime, which aligns well with both the topic and data 
schema. For the cardiovascular dataset, we selected a report on 
Alzheimer’s disease, which is topically relevant and shares partially 
overlapping data fields. For the Titanic dataset, we used a report 
on voting patterns in Britain. Although it differs in topic, it shares 
similar data characteristics, such as demographic group analysis. 
The datasets and reference reports used in the study are listed in 
the supplementary materials. 

6.1.3 Report Generation. For each dataset, we generated three 
versions of the report, corresponding to the three approaches de-
scribed above. ReSpark followed the pipeline described above, 
which automatically segmented the reference report, adapted an-
alytical objectives, and generated code, charts, and narratives for 
each segment. Each segment was also assigned a generated title, 
and a final report title was produced. No additional manual editing 
was introduced. 

GPT-4o baselines were prompted to follow a report generation 
structure similar to ReSpark: define objectives, generate transfor-
mations, and write insight narratives. Specifically, we guided the 
model to generate report segments iteratively. In each step, it was 
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asked to produce an analytical objective, write and execute corre-
sponding code, generate a chart, and compose an insight narrative. 
The resulting chart and text were grouped into a segment, along 
with a generated segment-level title. The model was then prompted 
with “Continue” to produce the next segment. If errors occurred 
(e.g., code execution failures or incomplete output), we re-generated 
until valid results were obtained. By repeating this process, the same 
number of segments as ReSpark’s report was generated for both 
baselines. Finally, the model generated a title for the full report, 
consistent with the ReSpark output. The two baselines differed in 
their access to the reference report: 

In the GPT-only condition, the model received only the CSV 
dataset and a general prompt. This tested its ability to generate a 
complete data report without any external guidance or examples, 
corresponding to the first goal. 

In the GPT+reference condition, the model additionally re-
ceived the reference report’s text and charts and was instructed to 
adapt its logic to the new data. Different from ReSpark, the model 
did not receive any pre-segmented structure or extracted objec-
tives. This allowed us to evaluate whether ReSpark’s structured 
segmentation provides benefits beyond simply offering a reference 
example, corresponding to the second goal. The reports generated 
by the three methods and the prompts used are provided in the 
supplementary materials. 

6.1.4 Procedure and Tasks. Participants were assigned to review 
one of three sets of data reports (each corresponding to a dataset), 
with each set containing three report versions for comparison. Each 
set was ensured to be reviewed by six participants, totaling 18 par-
ticipants across all three sets. For their assigned set, participants 
were instructed to carefully read the reports and rate each one on six 
criteria using 5-point Likert scales: overall quality, insightfulness, 
logicality, chart effectiveness, text effectiveness, and chart–text 
consistency. Logicality refers to the coherence and flow across 
segments, while chart/text effectiveness captures how well each 
medium conveys insights. Consistency measures the alignment 
between charts and accompanying text. Each set required approxi-
mately 30 minutes to complete, followed by a 15-minute interview 
to explain their choices. To mitigate order effects, the order of sets 
and report versions within each set was counterbalanced. The con-
ditions were tested blindly: participants were not aware of which 
method generated each report. Each participant received $7 after 
the experiment. 

6.2 Results and Discussions 
Overall, participants gave higher average ratings to the reports 
generated by ReSpark across all aspects (Figure 10a). We used a 
Friedman Test to examine whether there were significant differ-
ences across the three methods. Significant differences were ob-
served in five aspects: overall quality, logicality, chart effectiveness, 
text effectiveness, and consistency (𝜒 2 = 8.71, 8.45, 7.66, 6.82, and 
7.24, respectively; 𝑝 < .05). As post-hoc analyses, we conducted 
two-sided Wilcoxon signed-rank tests on paired responses between 
each pair of methods (ReSpark, GPT-only, and GPT+reference), with 
Bonferroni correction [5] for multiple comparisons. Significant dif-
ferences were found between ReSpark and both baselines in logical-
ity (𝑝 < .05), and between ReSpark and the GPT+reference baseline 

Figure 10: Results of the 5-point Likert scale questionnaire 
in the comparative study. (a) Overall results summarizing all 
ratings across the three report sets. (b) Detailed results for 
each report set. Error bars indicate standard deviations (SD). 

in overall quality, text effectiveness, and consistency (𝑝 < .05). We 
further summarized the important feedback as follows. 

6.2.1 Progressive Logical Flow. ReSpark reports received signif-
icantly higher ratings for logicality compared to GPT-only and 
GPT+reference baselines. This was also the most frequently men-
tioned strength across interviews, with 13 out of 18 participants 
highlighting the logical progression of ReSpark’s reports compared 
to the baseline versions across all three sets. Specifically, 9 partici-
pants remarked that ReSpark reports exhibited a “clear overall-to-
specific structure, making the logic of the report more apparent,” 
and 8 noted that paragraphs “progress step by step, with a logical 
and cohesive flow.” P8 pointed out how the report on the cardiovas-
cular disease dataset followed such a structure: “It starts with the 
prevalence of the disease, then moves to find the leading factors, and 
then analyzes each key factor in detail.” This perceived logicality 
also contributed to higher ratings for overall quality and insightful-
ness, with 8 participants linking deeper analysis to stronger insights 
and quality. 

In contrast, both baselines received feedback indicating that 
their narrative structure was “flat” and “lacked a stepwise, pro-
gressive flow.” 13 participants noted that the paragraphs “had few 
connections” and felt “disjointed” while reading them. P2 and P14 
remarked that baseline reports “tend to analyze more dimensions, 
but each factor was not examined in depth,” reflecting a shallow, 
breadth-first style. 
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6.2.2 Impact of Reference Report and Structured Reuse Pipeline. 
There was no consistent preference between the two GPT-4o base-
lines among all six criteria, and no statistically significant differ-
ences were found between them in any aspect. Scores for baselines 
with and without the reference report varied across datasets and 
dimensions, suggesting that simply providing a reference report 
for the model does not lead to clearly better outcomes. 

Upon closer inspection, we found that the baseline provided with 
the reference report did not clearly inherit the reference report’s 
logical structure. As noted earlier, participants found both baseline 
reports lacking in logical coherence. Since the key difference be-
tween GPT with reference and ReSpark lies in the pre-processed 
segmentation and step-by-step adaptation, these findings suggest 
that this structured reuse pipeline helps retain and transfer the 
logical structure of the reference report, resulting in more coherent 
analytical flow. 

6.2.3 Issues in Chart Designs and Text-Chart Consistency. While 
ReSpark received the highest average ratings overall, it showed 
lower average scores in specific aspects of certain report sets, includ-
ing chart–text consistency in the Cardiovascular Disease dataset 
(Figure 10b1) and chart effectiveness in the Titanic dataset (Fig-
ure 10b3). These ratings stem from two types of issues with distinct 
causes: (1) Chart–text contradiction (1 case). In the cardiovascu-
lar disease report, the text stated that a certain age group had the 
highest cholesterol level, while the chart showed it was the second 
highest. This mismatch resulted from incorrect chart interpreta-
tion during text generation. (2) Unclear visual design (2 cases). In 
the Titanic report, although participants appreciated the depth of 
analysis, one chart (Figure 11) was considered overly complex. P15 
suggested that it would be clearer if survival rates were plotted on 
the y-axis rather than using two colors to differentiate survivals. 
Another case is about misleading visual elements: a tick label of the 
year with a decimal number 2020.5 in the crime report. Such unclear 
visual designs were caused by inappropriate styling parameters 
during code generation. 

These issues suggest that ReSpark does not fully eliminate the 
potential errors that could arise from GPT-generated content. To 
help users identify and fix such issues, ReSpark shows transformed 
data, charts, and text to support checking each component, and 
users can customize the charts and text to correct them. However, 
these issues reflect broader challenges such as consistency checking 
and LLM hallucination. We further discuss this limitation in the 
discussion section. 

6.2.4 Depth vs. Breadth Trade-off. Some participants further pointed 
out the trade-off between the depth and breadth of analysis. While 
ReSpark was praised for in-depth and logical exploration, P1 noted 
its narrower focus: the crime report, for instance, “only focused on a 
limited set of data fields.” This reflects a structural trade-off: deeper 
analysis within a fixed report length may lead to a narrower focus. 
It’s akin to a tree with the same number of nodes: a deeper tree 
has a smaller breadth. Since ReSpark inherits the logical structure 
from the reference report, it may naturally generate overly narrow 
reports when the reference focuses on only a few data fields, and 
the target dataset contains many more. This underscores the im-
portance of ReSpark’s interactive interface, which enables users to 
identify un-analyzed fields and flexibly add or remove segments. 

Figure 11: Example of an inappropriate chart generated in 
the Titanic dataset report, where the distinction between 
survivors and non-survivors is made using two colors. 

7 Usability Study 
We conducted a user study to evaluate the usability of ReSpark. 
Participants were required to use ReSpark to generate a complete 
data report for a dataset by selecting a reference report of their 
choice and adapting it accordingly. They were also asked to provide 
feedback on their experience with the system. In this study, ReSpark 
leveraged GPT-4o as the foundation model. 

7.1 Study Setup 
7.1.1 Participants. We recruited 12 participants (U1-U12, 9 males 
and 3 females) from various backgrounds, including data science 
(5), computer science (3), mathematics (2), sports science (1), and 
biosystems engineering (1). Most participants were familiar with 
data analysis, with an average self-reported score of 3.25 on a 5-
point Likert Scale. All of them had experience reading data reports. 

7.1.2 Tasks. Each participant was tasked with using ReSpark to 
generate a complete data report based on an assigned dataset, fol-
lowing two main requirements: 

Freely select a reference report. Each participant was asked to 
select a reference report freely from a set of 8 candidates, using the 
system’s ranking, summarized information, and preview features 
as guidance. Participants were encouraged to carefully read and 
compare the available reports and were free to switch to another 
option if they were unsatisfied with their choice. 

Generate a complete report. Using the selected reference, par-
ticipants were asked to generate a complete report with ReSpark, 
including producing segments and organizing the report structure. 
They could make any modifications during this process, including 
regenerating model responses, manually editing analytical objec-
tives or text, and inserting or removing segments. The final report 
was required to contain at least four segments. 

7.1.3 Datasets and Candidate Reference Reports. We used the same 
three datasets as in the comparative study (section 6): the LA crime 
dataset, the CDC disease dataset, and the Titanic dataset. Partic-
ipants were randomly assigned one of three datasets, ensuring 
balanced coverage across the study. 

To support reference selection, participants were given 8 candi-
date reports from diverse domains (e.g., health, education, security). 
We limited the set to 8 reports to ensure participants could evaluate 
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each option. This setup allowed us to evaluate the report ranking 
mechanism and understand participants’ selection strategies. 

Moreover, these datasets and reports were selected to cover a 
range of alignment scenarios: The LA crime dataset is closely 
aligned with a Chicago crime report in both topic and data fields. 
The CDC disease dataset is topically relevant to a report on 
Alzheimer’s disease but has lower field similarity (e.g., the Alzheimer’s 
report includes geo-location, while CDC data does not). The Ti-
tanic dataset is not topically aligned with any candidate report 
but shares demographic fields (e.g., age, gender) with some reports, 
such as a report on election voting. This diversity allowed us to 
test ReSpark’s performance across varying levels of field similarity 
and topic relevance. The datasets and reference reports used in the 
study are listed in the supplementary materials. 

7.1.4 Procedure. The entire experiment lasted approximately 70 
minutes. It began with a 3-minute introduction to the concept of 
reference-based report generation, followed by a 10-minute tutorial 
on ReSpark interactions. Participants then explored the interface 
freely for 3 minutes. 

After that, participants were tasked with using ReSpark to gener-
ate a data report, which took approximately 35 minutes. All interac-
tions were logged during this process. After completing their report, 
participants filled out a post-study questionnaire that included the 
System Usability Scale (SUS) [6] and 5-point Likert ratings for 
specific system features. Finally, they participated in a 15-minute 
semi-structured interview to share qualitative feedback, such as the 
factors they considered when choosing the reference report. Each 
participant received a $10 compensation for their time. 

Figure 12: User ratings for different features of ReSpark. 

7.2 Results 
The user ratings on system features are illustrated in Figure 12, 
and user interaction sequences are visualized in Figure 13. We 
summarize the key findings from both quantitative results and 
qualitative feedback below. 

7.2.1 Ease of Use. ReSpark received an overall SUS score of 88.96, 
with scores across the three datasets as follows: crime (86.88), dis-
ease (91.88), and Titanic (88.13). This suggests consistently high 

usability, as SUS scores above 80.3 are generally regarded as being 
in the top 10% [6]. 

Most participants agree that ReSpark is easy to use. Six partici-
pants described it as “intuitive” and “having a low learning curve.” 
Additionally, all participants agreed that the system response time 
was acceptable. U2, U3, and U9 specifically noted that the real-time 
feedback made the generation time feel manageable. U9 remarked, 
“Seeing the results being generated gradually reassures me that 
ReSpark is progressing. This allows me to stay informed about the 
model’s generation process.” 

7.2.2 Reference Report Ranking and Selection. All participants agree 
that the ReSpark’s ranking of the alternative reports is suitable. As 
shown in Figure 13a, most participants selected the first-ranked 
report, and all chose the top three, suggesting the effectiveness of 
our ranking mechanism. We further summarize their interactive 
behaviors and considerations for report selection as follows. 

Ranking and summary information guide selection, pre-
view completes the decision. During report selection, partici-
pants were initially provided with a report list displaying the title, 
topic, and predicted data fields for each candidate report, along with 
the option to preview full content (Figure 4). As shown in Figure 13b, 
most participants did not preview and select all eight reports. In-
stead, they used the summary list to form initial impressions and 
selectively previewed a few candidates that appeared suitable. This 
behavior suggests that the summarized information and ranking 
effectively helped participants narrow down their options. Preview-
ing remained essential for final decisions, as most participants used 
it before making their choice. This behavior was more common 
with the disease and Titanic datasets, possibly due to their lower 
alignment with the available reports. 

Analysis method applicability guide reference selection. 
All participants considered both field similarity and topic relevance 
as important criteria, but 9 out of 12 prioritized field similarity. They 
also found the predicted data fields in the report list (Figure 4) more 
useful than topic labels. This preference stemmed from a deeper 
concern: whether the report offered high-level analysis tasks—such 
as trend analysis or group comparison—that could be applied to 
the target dataset. As U10 and U11 noted, “similar and overlapping 
data fields are likely to use similar analytical tasks,” making field 
similarity a practical signal. In contrast, topic labels were seen as 
“providing general context ”, but “not necessarily imply transferable 
analytical tasks.” 

While many viewed field similarity as a useful proxy for anal-
ysis tasks, some participants noted its limitations. As U11 noted, 
“Even when data fields differ, the same method may still apply. For 
example, the Titanic dataset has a unique ‘cabin’ variable not found 
in other reports, but it still fits group comparison analysis.” One 
possible approach is to mine and summarize the high-level analyt-
ical methods used in each report and assess their applicability to 
the target dataset, which requires additional domain knowledge. 

7.2.3 User Involvement. While most participants agreed that the 
generated objectives and content were generally correct and useful 
(Figure 12), all participants used various interactions to customize 
their reports (Figure 13). We summarize their behaviors and under-
lying motivations as follows. 
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Figure 13: Interaction sequences from the usability study, including user information with assigned datasets and selected 
reference reports with their ranks (a) and interaction logs during reference report selection (b) and new report generation (c). 

Modifying objectives for detailed intent. Most participants 
frequently adjusted the objectives. However, participants indicated 
that these modifications were not driven by errors but to express 
more specific analytical goals. As U7 commented, “At first, I didn’t 
know exactly what to analyze, but after seeing the generated objec-
tives, it inspired me to form clearer goals. ” 

Edits of these objectives commonly involved changing data fields 
or specifying chart types. U12, who used this feature most exten-
sively, appreciated it: “I just need to make small modifications, like 
changing a data field or adding a requirement for the chart type.” 
U8 even incorporated statistical tests. This feedback demonstrates 
that the flexibility of modifying objectives helps users face precise 
analytical needs. 

Inserting or deleting segments to support deeper coverage. 
All participants used the feature of inserting or removing report 
segments, typically in later stages of their generation. Eight de-
scribed it as “very necessary,” especially when combined with the 
interface showing how often data fields had been used. U6 noted, 
“These statistics help me identify un-analyzed data fields, so I can 
manually insert segments for them.” 

U11 further described a gradual process, “The reference report 
gives me a warm start. As I continue, my analysis intent becomes 
clearer, so I modify the objectives more often. Eventually, I add 
segments manually for more complete and deeper analysis.” This 
pattern aligns with the interaction logs: early edits were minimal, 
followed by more substantial and frequent customization as users’ 
goals became clearer. 

Using regeneration because of uncertainty or convenience. 
Some participants used regeneration more frequently than direct 
edits. Two main reasons emerged: U5 mentioned that he was often 
unsure about his desired results, but could decide whether a result 
worked once he saw it. As a result, he preferred to regenerate 
outputs until the result felt appropriate. On the other hand, U11 
preferred not to type and would regenerate until a satisfying result 
appeared. He suggested the system offer more structured controls, 

like interactive options for chart types, to reduce reliance on manual 
input. We plan to incorporate this feature in future iterations. 

8 Discussions 
In this section, we reflect on the broader implications of our work 
and outline its limitations and directions for future research. 

8.1 Implications 
We discuss the implications of our work from two aspects. 

Reuse as a design paradigm for data storytelling. While 
prior work has explored the reuse of glyphs [63] and code [16] for 
new data or scenarios, applying this paradigm to data storytelling 
remains underexplored. ReSpark demonstrates how existing reports 
can be reused to capture embedded human expertise and guide new 
tasks. Given the abundance of human-authored materials in data 
storytelling, this paradigm offers potential for broader application. 

Leveraging underlying knowledge beyond surface text. 
ReSpark enables LLMs to extract high-level analytical logic from 
reference reports, going beyond surface-level retrieval as in RAG 
approaches. Future work could explore how to extract and adapt 
deeper underlying knowledge in existing materials, such as analytic 
intent, reasoning patterns, and methodological framing, to scaffold 
complex, multi-step tasks in domains like data analysis. 

8.2 Limitations and Future Work 
This subsection discusses the current limitations of the ReSpark 
framework and outlines opportunities for future improvements. 

Handling multiple data sources and references. ReSpark cur-
rently operates by taking a single dataset and a reference report as 
input. However, in practice, creating more complex data journalism 
articles (such as investigations and in-depth inverstigations [17]) 
often requires synthesizing insights from diverse datasets and con-
sulting multiple reference materials [7, 27]. These scenarios may 
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also involve highly specialized domains where LLMs lack sufficient 
domain knowledge or contextual understanding. 

Supporting such cases would require new mechanisms to: (1) 
extract and merge analytical objectives from multiple references, 
(2) identify relevant fields across datasets to jointly support these 
objectives, and (3) incorporate external domain knowledge, evi-
dence, or expert insights to enable deeper analysis. Future work 
could develop pipelines that integrate analysis logic across diverse 
sources, incorporate domain-specific knowledge, and synthesize 
coherent, insight-rich reports from these heterogeneous inputs. 

Extend to interactive presentations of analysis. ReSpark 
currently produces static outputs, including plain text and charts. 
One of the next phases of development is to support interactive 
outputs. Prior work has explored chart–text linking [10, 53] and 
animated transitions across narrative segments [7, 37], which can 
be integrated for more impressive data reports. 

Beyond these forms, more powerful formats, such as multi-view 
dashboards [13] and visual analysis interfaces of multiple coordi-
nated views (MCVs) [67], offer greater interactivity. Future work 
could explore generating such interfaces by referencing existing 
visual analytics systems. This would require extracting analytical 
logic from interface components and user interaction workflows 
instead of linear narrative-based structures. 

Support for data pre-processing. ReSpark is designed to ana-
lyze data directly, progressing seamlessly from one analytical ob-
jective to another. Therefore, the input data needs to be clean and 
pre-processed, which does not need additional data wrangling and 
is ready for analysis. However, in real-world scenarios, data often 
requires pre-processing, such as handling missing values, correct-
ing inconsistencies, and normalization, before analysis can begin. 
While LLMs are capable of generating data wrangling code [19], 
reliably detecting and addressing data quality issues remains a 
complex task, which we consider to be out of the current scope 
of ReSpark. Future work could integrate an additional module to 
assist with data cleaning and wrangling before beginning analysis. 
This module could leverage existing techniques for automated data 
cleaning and wrangling [33], improving the system’s ability to han-
dle raw or semi-structured datasets and expanding its applicability 
across a broader range of real-world scenarios. 

Smart verification and correction of LLM-generated re-
sults. Since all content in ReSpark, including objectives, code, and 
text, is generated by LLMs, verifying its correctness is important. 
Our comparative study revealed issues like mismatches between 
charts and text, and unclear visual designs. To address this, ReSpark 
supports lightweight review by showing intermediate code, trans-
formed data, and charts, and allowing users to adjust them manually. 
However, identifying these issues remains not easy, as it requires 
mentally aligning the chart, data, and text, which imposes cog-
nitive overhead. Future work could link the text, data, and chart 
elements [10, 53] to surface potential inconsistencies. Automated 
evaluation frameworks like VisEval [8] can also help flag chart de-
sign issues across aspects such as validity, readability, and legality. 
Building on such detections, LLMs could be prompted to regenerate 
the results, enabling iterative refinement with less manual effort. 

9 Conclusion 
We present ReSpark, an LLM-driven method that assists users in 
generating data reports by reusing the analytical logic of a se-
lected reference report. By decomposing the reference report into 
a sequence of interconnected segments with inferred analytical 
objectives and dependencies, ReSpark adapts this analysis logic 
to new datasets through step-by-step generation. An interactive 
interface is designed to allow users to inspect, modify, and extend 
the generated report as needed. The effectiveness of ReSpark is 
evaluated through comparative and user studies. 
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